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บทคัดยอ  

ในปจจุบันอุปกรณ Internet of Things (IoT) มีการใชงานอยางแพรหลายในหลายดาน แตเน่ืองจากขอจํากัดดานทรัพยากร 
เชน พลังประมวลผลต่ํา หนวยความจําจํากัด และพลังงานท่ีมีจํากัด ทําใหการใชงานระบบปองกันภัยไซเบอรแบบดั้งเดิม เชน ระบบ
ตรวจจับการบุกรุก (Intrusion Detection System: IDS) และไฟรวอลลท่ีมีความซับซอน กลายเปนเรื่องทาทาย งานวิจัยน้ีมี
วัตถุประสงคเพ่ือพัฒนาแนวทางการใช IPTABLES Firewall บน Raspberry Pi เปนระบบไฟรวอลลแบบนํ้าหนักเบา (Lightweight 
Firewall) เพ่ือเพ่ิมความปลอดภัยของอุปกรณ IoT โดยมุงเนนการปองกันภัยคุกคาม 4 ประเภท ไดแก Port Scanning, Brute Force 
Attack, Denial of Service (DoS) และ Man-in-the-Middle (MITM) พรอมท้ังมีระบบแจงเตือนแบบเรียลไทมผานอีเมลและ 
Telegram การทดสอบระบบดําเนินการบน Raspberry Pi โดยจําลองการโจมตีจาก Kali Linux เพ่ือประเมินประสิทธิภาพของระบบ
ผานคาช้ีวัด ไดแก False Positive Rate (FPR), False Negative Rate (FNR), คาใชพลังงานของ CPU, การใชงานหนวยความจํา 
(Memory Usage) และความหนวงของเครือขาย (Network Latency) ผลการทดสอบแสดงใหเห็นวา ระบบสามารถตรวจจับและ
ปองกันการโจมตีประเภท Port Scanning, Brute Force และ DoS ไดอยางมีประสิทธิภาพ โดยมีคา False Positive และ False 
Negative ต่ํา ในขณะท่ีการปองกัน MITM ยังคงมีขอจํากัด เน่ืองจาก iptables ทํางานท่ี Layer 3-4 ของ OSI Model สรุปไดวา ระบบ 
Lightweight Firewall ท่ีพัฒนาข้ึนสามารถชวยเพ่ิมความปลอดภัยของอุปกรณ IoT ไดอยางมีประสิทธิภาพ โดยไมสงผลกระทบตอ
ประสิทธิภาพของระบบมากนัก ทําใหเปนทางเลือกท่ีเหมาะสมสําหรับการปองกันภัยคุกคามไซเบอรในอุปกรณ IoT ท่ีมีขอจํากัดดาน
ทรัพยากร 

 
คําสําคัญ: Internet of Things, Lightweight Firewall, IPTABLES, Cybersecurity, Raspberry Pi 
 
Abstract  
 Currently, Internet of Things (IoT) devices are widely used in various fields. However, due to their resource 
constraints, such as low processing power, limited memory, and restricted energy supply, deploying traditional 
cybersecurity solutions, including Intrusion Detection Systems ( IDS)  and complex firewalls, is challenging.  This 
research aims to develop an approach using IPTABLES Firewall on Raspberry Pi as a Lightweight Firewall to enhance 
the security of IoT devices. The focus is on protecting against four types of attacks: Port Scanning, Brute Force Attack, 
Denial of Service ( DoS) , and Man- in- the- Middle ( MITM) , along with a real- time alert system through email and 
Telegram. The system was tested on a Raspberry Pi, simulating attacks from Kali Linux, to evaluate its performance 
using metrics such as False Positive Rate ( FPR) , False Negative Rate ( FNR) , CPU Load, Memory Usage, and Network 
Latency.  The test results showed that the system could effectively detect and prevent Port Scanning, Brute Force, 
and DoS attacks with low False Positive and False Negative rates.  However, MITM attack prevention has certain 
limitations because IPTABLES operates at Layer 3- 4 of the OSI Model.  In conclusion, the developed Lightweight 
Firewall system can enhance the security of IoT devices efficiently without significantly impacting system 
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performance. This makes it a suitable solution for protecting resource-constrained IoT devices against cybersecurity 
threats. 
 
Keywords: Internet of Things, Lightweight Firewall, IPTABLES, Cybersecurity, Raspberry Pi 
 
บทนํา  

ในยุคปจจุบัน เทคโนโลยี Internet of Things (IoT) ไดเขามามีบทบาทสําคัญในการเช่ือมโยงอุปกรณตาง ๆ ผานอินเทอรเน็ต 

เพ่ือสรางความสะดวกสบายและเพ่ิมประสิทธิภาพในการดําเนินงานในหลากหลายสาขา ไมวาจะเปน Smart Home, Industrial IoT 

(IIoT), Healthcare IoT, และ Smart Grid (Sicari et al., 2015) อุปกรณเหลาน้ีมีความสามารถในการสื่อสาร สงขอมูล และรับคําสั่งได

แบบอัตโนมัติ ทําใหเกิดการเปลี่ยนแปลงอยางลึกซึ้งตอวิถีชีวิตของผูคนและระบบเศรษฐกิจ อยางไรก็ตาม การเพ่ิมข้ึนของอุปกรณ IoT 

ไดนํามาซึ่งความทาทายดานความปลอดภัย เน่ืองจากอุปกรณ IoT จํานวนมากมักมีขอจํากัดดานทรัพยากร เชน พลังประมวลผลต่ํา 

พ้ืนท่ีจัดเก็บขอมูลนอย และแบตเตอรี่จํากัด ทําใหไมสามารถติดตั้งระบบความปลอดภัยท่ีซับซอนไดเหมือนในอุปกรณคอมพิวเตอรท่ัวไป 

(Roman et al., 2011) ในบริบทของ Smart Home เชน ระบบล็อกประตูอัจฉริยะ หรือกลองวงจรปดท่ีเช่ือมตออินเทอรเน็ต อุปกรณ

เหลาน้ีสามารถตกเปนเปาหมายของการโจมตีเพ่ือแอบสอดแนมหรือบังคับควบคุมอุปกรณจากระยะไกล (Suo et al., 2012) สวนใน

ภาคอุตสาหกรรม Industrial IoT (IIoT) ความปลอดภัยของระบบเครื่องจักรท่ีเช่ือมตอเครือขายเปนเรื่องสําคัญอยางยิ่ง เพราะการโจมตี

ท่ีประสบความสําเร็จอาจทําใหเกิดการหยุดชะงักของกระบวนการผลิตหรือแมแตกอใหเกิดความเสียหายรายแรงตอโครงสรางพ้ืนฐาน 

(Sadeghi et al., 2015) สําหรับ Healthcare IoT การรักษาความลับและความถูกตองของขอมูลผูปวยเปนสิ่งท่ีจําเปนอยางยิ่ง  

การรั่วไหลหรือการแกไขขอมูลสขุภาพอาจสงผลกระทบตอชีวิตของผูปวยโดยตรง (Granjal et al., 2015) ในขณะท่ี Smart Grid ซึ่งเปน

ระบบโครงขายไฟฟาอัจฉริยะ การโจมตีระบบสามารถทําใหเกิดความเสียหายทางเศรษฐกิจขนาดใหญ และอาจกระทบตอความมั่นคง

ของประเทศ (Yan et al., 2012) นอกจากน้ี อุปกรณ IoT จํานวนมากยังมีการออกแบบโดยคํานึงถึงฟงกชันการใชงานมากกวา 

ความปลอดภัย สงผลใหเกิดชองโหวท่ีแฮกเกอรสามารถโจมตีไดงาย ดวยเหตุน้ีความปลอดภัยในระบบ IoT จึงกลายเปนประเด็นท่ีไดรับ

ความสนใจจากนักวิจัยและอุตสาหกรรมท่ัวโลก การพัฒนาแนวทางการรักษาความปลอดภัยท่ีมีประสิทธิภาพ แตใชทรัพยากรนอย จึง

เปนสิ่งจําเปนอยางยิ่งเพ่ือใหการขยายตัวของ IoT เปนไปอยางปลอดภัยและยั่งยืน 

การเติบโตของเทคโนโลยี Internet of Things (IoT) ไดสรางความเปลี่ยนแปลงอยางมหาศาลในหลากหลายอุตสาหกรรม 
ตั้งแต Smart Home, Healthcare, Industrial IoT (IIoT) ไปจนถึง Smart Grid อยางไรก็ตาม การเช่ือมตออุปกรณจํานวนมหาศาลน้ี
ไดเปดชองทางใหม ๆ ใหกับการโจมตีทางไซเบอรท่ีสงผลกระทบอยางรุนแรง (Sicari et al., 2015) ความปลอดภัยในระบบ IoT จึง
กลายเปนประเด็นสําคัญท่ีตองไดรับการแกไขอยางเรงดวน 

หน่ึงในภัยคุกคามท่ีโดงดังท่ีสุดคือ Mirai Botnet ซึ่งถูกคนพบในป 2016 โดย Mirai ใชวิธีการคนหาอุปกรณ IoT ท่ีมี 
ความปลอดภัยต่ํา เชน การตั้งรหัสผานเริ่มตนไว และทําการยึดครองอุปกรณเหลาน้ันเพ่ือสรางเครือขาย Botnet ขนาดใหญท่ีสามารถ
เปดการโจมตีแบบ Distributed Denial of Service (DDoS) ไดอยางรุนแรง การโจมตีดังกลาวสามารถทําใหบริการอินเทอรเน็ตขนาดใหญ
ไมสามารถใหบริการได เชน เหตุการณท่ี Dyn ผูใหบริการ DNS รายใหญ ถูกโจมตีจนเกิดการลมท่ัวโลก อีกหน่ึงภัยคุกคามท่ีสําคัญคือ 
Man-in-the-Middle (MITM) Attack ซึ่งผูโจมตีสามารถดักฟงหรือดัดแปลงขอมูลท่ีสงระหวางอุปกรณ IoT และเซิรฟเวอรกลางได 
(Alaba et al., 2017) การโจมตีประเภทน้ีสามารถนําไปสูการขโมยขอมูลสวนตัว หรือแมกระท่ังการควบคุมอุปกรณจากระยะไกลโดย
ไมไดรับอนุญาต Brute Force Attack เปนอีกวิธีหน่ึงท่ีผูโจมตีพยายามเขาสูระบบโดยการสุมเดารหัสผานซ้ํา ๆ จนกวาจะพบรหัสผานท่ี
ถูกตอง อุปกรณ IoT ท่ีไมไดมีการตั้งคารหัสผานท่ีแข็งแรงหรือไมมีระบบล็อกหลังการพยายามลมเหลวหลายครั้ง จะตกเปนเปาหมาย
ของการโจมตีลักษณะน้ีไดงาย (Suo et al., 2012) นอกจากน้ี DDoS Attack ซึ่งใชวิธีการสงคําขอจํานวนมหาศาลไปยังเซิรฟเวอร
เปาหมายเพ่ือทําใหระบบลมก็เปนภัยคุกคามท่ีพบไดบอย โดยเฉพาะเมื่ออุปกรณ IoT หลายลานเครื่องถูกนํามาใชเปนเครื่องมือใน 
การโจมตีพรอมกัน (Kolias et al., 2017) 

จากภัยคุกคามตาง ๆ เหลาน้ี แสดงใหเห็นวาระบบ IoT มีความเปราะบางตอการโจมตีทางไซเบอรเปนอยางมาก การพัฒนา
เทคนิคการปองกันท่ีมีประสิทธิภาพและใชทรัพยากรต่ํา จึงมีความจําเปนอยางยิ่งเพ่ือรองรับการขยายตัวของระบบ IoT ในอนาคต 
อยางปลอดภัย แมวาจะมีเครื่องมือและระบบท่ีพัฒนามาเพ่ือรักษาความปลอดภัยของระบบ IoT แตยังพบปญหาหลายประการ 
เน่ืองจากอุปกรณเหลาน้ีมีขอจํากัดดานทรัพยากร และมักไมไดถูกออกแบบมาโดยคํานึงถึงความปลอดภัยตั้งแตแรกเริ่ม (Sicari et al., 
2015) เพ่ือแกปญหาความปลอดภัยดังกลาว ระบบตรวจจับการบุกรุก (Intrusion Detection System: IDS) เชน Snort และ Suricata 
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จึงไดรับการพัฒนาข้ึนเพ่ือทําหนาท่ีตรวจจับพฤติกรรมท่ีผิดปกติหรือการโจมตีท่ีเกิดข้ึนในเครือขาย (Shiravi et al., 2012) โดยระบบ
เหลาน้ีสามารถตรวจจับการโจมตีไดหลากหลายประเภท ไมวาจะเปน Port Scanning, Brute Force Attack, หรือ DoS Attack ดวย
ความแมนยําท่ีสูงมาก แตตองใชทรัพยากรสูง (CPU, RAM) และพลังงานในการประมวลผลขอมูลจํานวนมหาศาลแบบเรียลไทม ซึ่ง 
ไมเหมาะกับอุปกรณ IoT ท่ีมีทรัพยากรจํากัด  

อยางไรก็ตาม แมวาระบบ IDS เหลาน้ีจะมีประสิทธิภาพในการตรวจจับภัยคุกคามไดอยางดีเยี่ยม แตก็มาพรอมกับขอเสีย
สําคัญ คือ การใชทรัพยากรจํานวนมาก เชน CPU หนวยความจํา (Memory) และพลังงานในการประมวลผลขอมูลจํานวนมหาศาลแบบ
เรียลไทม สําหรับอุปกรณ IoT ท่ีมีขอจํากัดดานทรัพยากรแลว การใชงาน IDS ขนาดใหญ เชน Snort หรือ Suricata อาจกอใหเกิด
ปญหาประสิทธิภาพต่ํา สงผลใหระบบทํางานชาลง หรือไมสามารถดําเนินงานตามปกติได 

นอกจากน้ี การอัปเดต Signature ฐานขอมูลการโจมตี และการปรับแตงกฎเกณฑของ IDS เพ่ือรองรับภัยคุกคามใหม ๆ ยัง
ตองใชความเช่ียวชาญดานเทคนิคสูง และตองมีการบํารุงรักษาอยางตอเน่ือง (Sommer & Paxson, 2010) ซึ่งเปนขอจํากัดสําคัญเมื่อนํา
ระบบ IDS ไปประยุกตใชกับโครงขาย IoT ขนาดใหญหรืออุปกรณ Edge ท่ีไมมีเจาหนาท่ีดูแลตลอดเวลา ดังน้ันจึงเกิดความตองการหา
แนวทางใหมท่ีสามารถปองกันภัยคุกคามไดอยางมีประสิทธิภาพโดยใชทรัพยากรนอยลง เชน การใช Lightweight Firewall Solutions 
หรือการพัฒนา Anomaly Detection Systems ท่ีใช Machine Learning แบบเบา เพ่ือใหเหมาะสมกับบริบทของระบบ IoT ในยุค
ปจจุบัน 

หน่ึงในปญหาหลักคือ Firewall แบบดั้งเดิมออกแบบมาเพ่ือปกปองระบบท่ีมีทรัพยากรเพียงพอ เชน เซิรฟเวอรหรือ
คอมพิวเตอรสวนบุคคล ไมใชอุปกรณ IoT ท่ีมีขอจํากัดดานพลังงานและการประมวลผล การทํางานของ Firewall เชน การทํา Deep 
Packet Inspection (DPI) หรือ Stateful Inspection ตองใช CPU และ Memory คอนขางมาก ซึ่งอาจทําใหอุปกรณ IoT ทํางานชา
ลงอยางมีนัยสําคัญ หรือกระทบตออายุการใชงานของแบตเตอรี่ (Sadeghi et al., 2015) 
 
ทบทวนวรรณกรรม 
 Firewall Solutions สําหรับ IoT: การเปรียบเทียบระหวาง On-device Firewall กับ Cloud-based IDS/IPS 

ในยุคท่ีเทคโนโลย ีInternet of Things (IoT) เติบโตอยางรวดเร็ว อุปกรณตาง ๆ ตั้งแตเซ็นเซอรขนาดเล็กไปจนถึงเครื่องจักร
อัจฉริยะตางถูกเช่ือมโยงเขากับเครือขายเพ่ือรองรับระบบอัตโนมัติและการวิเคราะหขอมูลข้ันสูง อยางไรก็ตามความปลอดภัยของขอมูล
และการสื่อสารในระบบ IoT ยังคงเปนความทาทายท่ีสําคัญ โดยเฉพาะในเรื่องของการเลือกระบบปองกันภัยไซเบอรท่ีเหมาะสมกับ
ขอจํากัดดานทรัพยากรของอุปกรณ (Sicari et al., 2015) 

1. On-device Firewall สําหรับ IoT 
On-device Firewall หมายถึง การติดตั้งระบบ Firewall ไวในตัวอุปกรณ IoT เอง เชน การใช IPTABLES บน Raspberry 

Pi ห รื อ เ ซ็ น เ ซ อร  IoT ท่ี ส า ม า รถตั้ ง ก ฎกรอ ง ข อ มู ล ไ ด อ ย า ง เ บ าแ ละ ร ว ด เ ร็ ว  จุ ด แ ข็ ง ข อ ง  On- device Firewall คื อ  
การตัดสินใจไดอยางรวดเร็วในตัวอุปกรณ (Local Decision Making) ลด Latency เพราะไมตองสงขอมูลข้ึนไปยังเซิรฟเวอรกลาง และ
ลดภาระการสงขอมูล ซึ่งชวยประหยัดแบนดวิธและพลังงาน อยางไรก็ตามการจํากัดดานทรัพยากรทําให On-device Firewall มักทําได
เพียงการกรองขอมูลเบ้ืองตน (Packet Filtering) และไมสามารถวิเคราะหขอมูลเชิงลึกหรือตรวจจับภัยคุกคามท่ีซับซอนได (Roman et 
al., 2011) 

2. Cloud-based IDS/IPS สําหรับ IoT 
Cloud-based Intrusion Detection and Prevention Systems (IDS/IPS) ใชการสงขอมูลจากอุปกรณ IoT ไปยังระบบ

คลาวดเพ่ือตรวจสอบความผิดปกติหรือการโจมตีโดยใชพลังการประมวลผลมหาศาลในเซิรฟเวอรกลาง เชน บริการ AWS GuardDuty 
Azure Sentinel หรือระบบ IDS/IPS ท่ีติดตั้งบนคลาวด 

ขอดีของ Cloud-based IDS/ IPS ไดแก สามารถทํา Deep Packet Inspection ไดเต็มรูปแบบ สามารถวิเคราะห
พฤติกรรมและตรวจจับภัยคุกคามข้ันสูงได เชน Zero-day Attacks หรือ APT (Advanced Persistent Threats) และรองรับการอัปเดตขอมูล
ภัยคุกคาม (Threat Intelligence) แบบเรียลไทม 

แตขอเสียท่ีสําคัญของ Cloud-based IDS/IPS คือ ตองพ่ึงพาการเช่ือมตอเครือขายท่ีมีเสถียรภาพสงู เพ่ิม Latency เพราะ
ขอมูลตองถูกสงข้ึนไปยังคลาวดกอนทําการวิเคราะห และความเสี่ยงดานความเปนสวนตัวของขอมูล (Riahi Sfar et al., 2018) 

การแจงเตือนแบบเรียลไทมใน IoT Security: ระบบ SIEM และการใชชองทางการแจงเตือนตาง ๆ 
การรักษาความปลอดภัยของ Internet of Things (IoT) ไมเพียงแตตองอาศัยการปองกันการโจมตีเชิงรุก เชน Firewall หรือ 

IDS/IPS เทาน้ัน แตยังตองมีระบบตรวจจับและแจงเตือนแบบเรียลไทม (Real-time Alerting Systems) เพ่ือใหสามารถรับมือกับ
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เหตุการณผิดปกติไดอยางรวดเร็ว (Sicari et al., 2015) การแจงเตือนท่ีรวดเร็วและมีประสิทธิภาพมีบทบาทสําคัญในการลดผลกระทบ
จากการโจมตี และชวยใหผูดูแลระบบสามารถดําเนินการตอบสนองไดทันที 

1. ระบบ SIEM สําหรับการแจงเตือนใน IoT Security 
Security Information and Event Management (SIEM) เปนเทคโนโลยีท่ีใชรวบรวม วิเคราะห และแจงเตือนขอมูล

ความปลอดภัยจากหลากหลายแหลงขอมูลในเครือขาย โดยในบริบทของ IoT ระบบ SIEM มีบทบาทสําคัญในการจัดการขอมูล Log 
จํานวนมหาศาลท่ีเกิดจากอุปกรณตาง ๆ  

Splunk และ ELK Stack (Elasticsearch, Logstash, Kibana) เปนตัวอยางของแพลตฟอรม SIEM ท่ีไดรับความนิยมสูง 
ไดแก Splunk มีจุดเดนดานการวิเคราะหขอมูลแบบเรียลไทม การสราง Dashboard ท่ีสามารถปรับแตงได และระบบการแจงเตือน 
(Alerting System) ท่ีสามารถตั้งเง่ือนไขไดหลากหลาย และ ELK Stack เปนทางเลือกแบบ Open Source ท่ีนิยมใชในการจัดการ
ขอมูล Log และพัฒนาระบบแจงเตือนรวมกับ ElastAlert หรือ Kibana Alerting Features ซึ่งสามารถเช่ือมตอกับหลายแพลตฟอรม
แจงเตือน (Riahi Sfar et al., 2018) 

อยางไรก็ตาม SIEM แบบดั้งเดิมอาจไมเหมาะสมกับอุปกรณ IoT ขนาดเล็กโดยตรง เน่ืองจากตองใชทรัพยากรสูงใน 
การรวบรวมและวิเคราะหขอมูล จึงมักนิยมใชงานท่ี IoT Gateway หรือ Edge Server กอนสงขอมูลท่ีจําเปนข้ึนไปยัง SIEM (Riahi Sfar 
et al., 2018) 

2. การแจงเตือนผาน Email, Telegram API และ Push Notifications 
เพ่ือลดภาระของระบบ SIEM และเพ่ิมความเร็วในการแจงเตือนตรงไปยังผูดูแลระบบ อุปกรณ IoT และ Gateway มัก

พัฒนาระบบแจงเตือนเบา ๆ ผานชองทางตาง ๆ ไดแก Email Notification เปนชองทางพ้ืนฐานท่ีสุดท่ีใช SMTP Protocol สงอีเมล
แจงเตือนเมื่อพบเหตุการณผิดปกติ การใชงานงาย แตมีขอจํากัดเรื่อง Latency ในบางกรณี Telegram API ไดรับความนิยมสูงเน่ืองจาก
สามารถสงขอความแจงเตือนแบบทันทีผานบอท (Bot) โดยมีความเร็วในการสงสูง และรองรับการเช่ือมตอ API ท่ีงายดาย รวมถึงรองรบั
ขอความหลายรูปแบบ เชน รูปภาพ ลิงก หรือขอความ JSON และ Push Notifications ผาน Mobile App (เชน Firebase Cloud 
Messaging - FCM) เปนอีกชองทางท่ีสามารถสงการแจงเตือนไปยังโทรศัพทมือถือของผูดูแลระบบไดอยางรวดเร็ว และสามารถตั้งคาให
ตอบโตไดทันที เชน ยืนยันหรือปฏิเสธเหตุการณ  

การเลือกใชชองทางแจงเตือนข้ึนอยูกับบริบท เชน หากตองการความเร็วสูงสุดในระบบท่ีมีจํานวนอุปกรณมาก Telegram 
API และ Push Notifications จะเหมาะสมกวาการใช Email 

การวิเคราะหผลกระทบของ Firewall ตอประสิทธิภาพของอุปกรณ IoT: ศึกษา CPU Utilization, Memory Overhead 
และ Network Latency 

การเสริมสรางความปลอดภัยใหกับระบบ Internet of Things (IoT) เปนสิ่งจําเปนท่ีไมสามารถหลีกเลี่ยงได เน่ืองจาก
อุปกรณ IoT มีความเสี่ยงสูงตอการโจมตีไซเบอร อยางไรก็ตามการติดตั้งระบบปองกันภัย เชน Firewall บนอุปกรณ IoT อาจสราง
ผลกระทบตอประสิทธิภาพการทํางานของอุปกรณ เน่ืองจากขอจํากัดดานทรัพยากร เชน พลังประมวลผล หนวยความจํา และพลังงาน 
(Sicari et al., 2015) 

การศึกษาผลกระทบของ Firewall ตอ CPU Utilization Memory Overhead และ Network Latency จึงมีความสําคญั
อยางยิ่ง เพ่ือใหสามารถออกแบบระบบรักษาความปลอดภัยท่ีมีประสิทธิภาพสูง โดยไมสงผลเสียตอการทํางานของอุปกรณ IoT 

1. ผลกระทบของ Firewall ตอ CPU Utilization  
พบวา การใช Firewall ท่ีตองทําการตรวจสอบแพ็กเก็จอยางละเอียด (Deep Packet Inspection) สงผลใหการใช 

CPU เพ่ิมข้ึนอยางมีนัยสําคัญ โดยเฉพาะเมื่อจํานวนการรับสงขอมูล (Packet Rate) สูงข้ึน อุปกรณ IoT เชน Raspberry Pi มีอัตรา 
การใช CPU เพ่ิมข้ึนถึง 25-30% เมื่อเปดใชงาน Firewall เทียบกับสภาวะปกติ 

2. ผลกระทบของ Firewall ตอ Memory Overhead 
ระบบ Firewall มักตองการพ้ืนท่ีหนวยความจํา (RAM) สําหรับการเก็บสถานะการเช่ือมตอ (Stateful Inspection) 

หรือเก็บ Signature ของการโจมตี การติดตัง้ IDS/Firewall ขนาดใหญบนอุปกรณท่ีมี RAM ต่ํากวา 512MB เชนอุปกรณ Embedded 
IoT จะทําใหเกิดปญหา Memory Overflow หรือทําใหระบบลมไดงาย 
การออกแบบ Lightweight Firewall ท่ีใชหนวยความจํานอย เชน IPTABLES แบบ Stateless จึงเปนทางเลือกท่ีเหมาะสมกวาใน
สภาพแวดลอมท่ีมีขอจํากัดดานหนวยความจํา 
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วัตถุประสงค  
การวิจัยน้ีมีวัตถุประสงคหลักเพ่ือพัฒนาแนวทางการเสริมสรางความปลอดภัยสําหรับระบบ Internet of Things (IoT) ท่ีมี

ขอจํากัดดานทรัพยากร ดวยการนําเสนอระบบปองกันภัยไซเบอรท่ีมีนํ้าหนักเบา (Lightweight Firewall Security Solution) และมี
ความสามารถในการเฝาระวังและแจงเตือนแบบเรียลไทม โดยมีรายละเอียดวัตถุประสงคดังตอไปน้ี 

1. นําเสนอแนวทาง Lightweight Firewall Security Solution โดยใช IPTABLES บน Raspberry Pi ซึ่งใชในการปองกัน
การโจมตี 4 ประเภท ไดแก Port Scanning, Brute Force, Denial of Service (DoS), และ Man-in-the-Middle (MITM) 

2. สรางระบบ Realtime Monitoring & Notification System ท่ีสามารถแจงเตือนผูดูแลระบบเมื่อเกิดเหตุการณท่ีอาจเปน
ภัยคุกคาม ผานชองทางตาง ๆ เชน E-mail และ Telegram 

3. วิเคราะหและประเมินประสิทธิภาพของระบบผานการตรวจวัดคาตาง ๆ เชน Accuracy Precision Recall F1 Score 
FPR (False Positive Rate) และ FNR (False Negative Rate) เพ่ือยืนยันความสามารถในการตรวจจับการปองกันการโจมตี 
 
วิธีดําเนินการวิจัย  

งานวิจัยน้ีไดนําเสนอระบบ Firewall Gateway นํ้าหนักเบา โดยใช Raspberry Pi ทําหนาท่ีเปนเกตเวยควบคุมการเช่ือมตอ
ของอุปกรณ IoT ท้ังหมดภายในเครือขาย พรอมท้ังมีการพัฒนาระบบ Real-time Monitoring และ Notification System เพ่ือ 
แจงเตือนผูดูแลระบบทันทีเมื่อพบพฤติกรรมผิดปกติหรือการโจมตีไซเบอร 

 
ภาพท่ี 1 องคประกอบของระบบ 

 
1. Raspberry Pi ทําหนาท่ีเปน Firewall Gateway สําหรับ IoT Devices 

อุปกรณ Raspberry Pi Model 4B ซึ่งมีประสิทธิภาพในการประมวลผลและบริโภคพลังงานต่ํา ถูกเลือกใหทําหนาท่ีเปน 
Firewall Gateway สําหรับเครือขายอุปกรณ IoT ภายในระบบ โดย Raspberry Pi จะเช่ือมตอระหวางอุปกรณ IoT และเครือขาย
อินเทอรเน็ตหลัก ทําหนาท่ีเปนตัวกลางในการกรองและควบคุมการไหลของขอมูล Raspberry Pi ถูกตั้งคาในรูปแบบ Network Bridge 
หรือ Router Mode ข้ึนอยูกับโครงสรางเครือขาย และติดตั้งระบบปฏิบัติการ Raspberry Pi OS พรอมกับซอฟตแวรเสริมท่ีจําเปน เชน 
IPTABLES Python Libraries สําหรับแจงเตือน และ Web Server สําหรับ Dashboard 

2. การใช IPTABLES เพ่ือปองกันภัยคุกคามทางไซเบอร 
ระบบท่ีนําเสนอใช IPTABLES เปนเครื่องมือหลักในการกรองขอมูลขาเขาและขาออก เพ่ือปองกันภัยคุกคามข้ันพ้ืนฐาน  

4 ประเภท ไดแก Port Scanning Attack: ตั้งกฎ IPTABLES เพ่ือตรวจสอบการเช่ือมตอท่ีมีลักษณะผดิปกติ เชน การสแกนพอรตท่ีไมได
ใชงาน และดําเนินการบล็อกทันทีเมื่อพบพฤติกรรมดังกลาว Brute Force Attack ใช IPTABLES รวมกับเทคนิคการตรวจจับความถ่ีใน
การพยายามเช่ือมตอ SSH Telnet หรือบริการท่ีสําคัญ หากพบวามีการพยายามเขาสูระบบผิดพลาดเกินกวาจํานวนท่ีกําหนด จะทํา 
การ Block IP Address ของผูโจมตีโดยอัตโนมัติ Denial of Service (DoS) Attack กําหนดกฎสําหรับจํากัดอัตราการเช่ือมตอ (Rate 
Limiting) และ Dropping Connection เมื่อจํานวนคําขอเกินกวาคาท่ีกําหนด เพ่ือปองกันการทําใหบริการลมจากการโจมตีแบบ DoS 
Man-in-the-Middle (MITM) Attack บล็อกแพ็กเก็จท่ีมีลักษณะผิดปกติ เชน การปลอมแปลง ARP หรือ DHCP ท่ีผิดมาตรฐาน เพ่ือ
ปองกันการดักจับขอมูลหรือการปลอมแปลงการสื่อสารระหวางอุปกรณ และการตั้งคากฎ IPTABLES ท้ังหมดมีการปรับแตงใหเหมาะสม
กับสภาพแวดลอมท่ีมีขอจํากัดดานทรัพยากร เพ่ือไมใหสงผลกระทบตอประสิทธิภาพการทํางานของ Raspberry Pi และอุปกรณ IoT 

3. ระบบ Web Dashboard และ Real-time Notification System 
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นอกจากการปองกันภัยคุกคามแลว ระบบยังพัฒนาฟงกชันสําหรับการเฝาระวังและแจงเตือนแบบเรียลไทม เพ่ือเพ่ิม
ประสิทธิภาพในการจัดการเหตุการณผิดปกติ ดังน้ี 

3.1 Web Dashboard พัฒนา โ ดย ใช  Flask Framework บน  Python สํ า ห รั บ ฝ ง  Server แล ะ  HTML5 CSS3 
JavaScript สําหรับฝงผูใชงาน แสดงขอมูลสถิติการเช่ือมตอ การตรวจจับการโจมตี และสถานะของ Firewall แบบเรียลไทม และมี
ระบบ Authentication สําหรับการเขาใชงาน Dashboard เพ่ือปองกันการเขาถึงโดยไมไดรับอนุญาต 

3.2 Real-time Notification System เมื่อระบบตรวจพบเหตุการณผิดปกติ ระบบจะทําการสงการแจงเตือนอัตโนมัติ
ไปยังผูดูแลระบบผาน Email Notification โดยใช SMTP Protocol และTelegram Bot API เพ่ือสงขอความแจงเตือนท่ีรวดเร็วผาน
แอปพลิเคชันมือถือ และขอความแจงเตือนจะประกอบดวยขอมูลสาํคัญ เชน เวลาท่ีตรวจพบ ประเภทของการโจมตี หมายเลข IP ของ 
ผูโจมตี และรายละเอียดท่ีเก่ียวของ เพ่ือใหผูดูแลระบบสามารถวิเคราะหและดําเนินการตอบสนองไดอยางทันทวงที 

 

 
 

ภาพท่ี 2 หลักการทํางานของระบบ 
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การออกแบบการทดลอง 
เพ่ือประเมินประสิทธิภาพของระบบ Firewall Gateway ท่ีพัฒนาข้ึนในงานวิจัยน้ี ท้ังในแงความสามารถในการปองกันภัย

คุกคาม และผลกระทบตอประสิทธิภาพการทํางานของอุปกรณ IoT ไดมีการออกแบบและดําเนินการทดลองอยางเปนระบบ โดยใช Kali 
Linux เปนเครื่องมือทดสอบการโจมต ี

Kali Linux ซึ่งเปนระบบปฏิบัติการท่ีมีเครื่องมือสําหรับการทดสอบความปลอดภัยของระบบเครือขายอยางครบถวน ไดถูก
เลือกใชเปนเครื่องมือหลักในการจําลองการโจมตีไซเบอร เพ่ือทดสอบประสิทธิภาพของระบบท่ีพัฒนา การทดสอบไดดําเนินการโดยใช
เครื่องมือใน Kali Linux ท่ีเหมาะสมกับแตละประเภทของการโจมตี ไดแก 

1. Port Scanning Attack ใชเครื่องมือ Nmap สําหรับการสแกนพอรต 
2. Brute Force Attack ใชเครื่องมือ Hydra สําหรับการทดสอบการเดารหัสผานเขาสูระบบบริการตาง ๆ เชน SSH และ 

Telnet 
3. Denial of Service (DoS) Attack ใชเครื่องมือ Hping3 และ LOIC สําหรับการโจมตีแบบ Flood Packet 
4. Man-in-the-Middle (MITM) Attack ใชเครื่องมือ Ettercap สําหรับการโจมตีแบบ ARP Spoofing 
5. การกําหนดคาของแตละเครื่องมือไดรับการควบคุมใหเหมาะสม เพ่ือใหการโจมตีมีลักษณะสอดคลองกับภัยคุกคามท่ีพบได

จริงในระบบ IoT 
การเก็บขอมูลประเมินผล 
เพ่ือประเมินประสิทธิภาพของระบบท่ีพัฒนา ไดทําการเก็บขอมลูในหลายมติิ ดังน้ี 
1. False Positive Rate (FPR) อัตราการแจงเตือนวามีการโจมตีโดยผิดพลาด ท้ังท่ีในความเปนจริงไมมีการโจมตีเกิดข้ึน 
2. False Negative Rate (FNR) อัตราการไมสามารถตรวจจับการโจมตีท่ีเกิดข้ึนจริง 
3. CPU Load อัตราการใชงานของหนวยประมวลผลกลาง (CPU) ของ Raspberry Pi ขณะทํางาน 
4. Memory Usage ปริมาณหนวยความจํา (RAM) ท่ีถูกใชงานโดยระบบ Firewall และระบบแจงเตือน 
5. Network Latency คาความหนวงของเครือขาย (Round Trip Time) ท่ีเกิดข้ึนจากการกรองขอมลูผาน Firewall 
การเก็บขอมูลท้ังหมดทําโดยใชเครื่องมือวัดประสิทธิภาพตาง ๆ ไดแก 
1. htop และ vmstat สําหรับตรวจสอบ CPU และ Memory Utilization บน Raspberry Pi 
2. ping และ traceroute สําหรับวัด Network Latency 
3. Log Files และ Monitoring Scripts สําหรับบันทึกและวิเคราะห False Positives และ False Negatives 
4. ผลการเก็บขอมูลจะถูกนําไปวิเคราะหเชิงสถิติ เพ่ือประเมินความแมนยํา (Accuracy) ความมีประสิทธิภาพ (Efficiency) 

และผลกระทบตอประสิทธิภาพของระบบ IoT โดยรวม 
 
ตารางท่ี 1  

การวิเคราะหผลกระทบตอทรัพยากรของระบบ 

 
ประเภทการโจมตี CPU usage Memory usage Network Latency 

Port Scan 0.77 6.22 0.04 m/s 

SSH Brute Force 0.23 7.26 0.03 m/s 

DoS 67.25 8.95 0.04 m/s 

MITM 0.69 7.15 0.04 m/s 
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Accuracy             (1) 
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Precision:             (2) 
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Recall:             (3) 
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F1-Score:             (4) 
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FPR:             (5) 
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FNR:             (6) 

 ��� =  ��

��+��
× 100 

 

ตารางท่ี 2  

การวิเคราะหผลกระทบตอทรัพยากรของระบบ 

 
ประเภทการโจมตี Accuracy Precision Recall F1-Score FPR FNR 

Port Scan 54.76% 54.76% 100% 70.73% 100% 0% 

SSH Brute Force 100% 100% 100% 100% 0% 0% 

DoS 100% 100% 100% 100% 0% 0% 

MITM 100% 100% 100% 100% 0% 0% 

 
 
ผลการวิจัย  
 จากการวิจัยระบบ IPTABLES Firewall บน Raspberry Pi เพ่ือเพ่ิมความปลอดภัยของอุปกรณ IoT โดยปองกันภัยคุกคาม  
4 ประเภท ไดแก Port Scanning Brute Force Attack DoS และ MITM ผลการทดสอบท่ีไดมีรายละเอียดดังน้ี 

1. ประสิทธิภาพการตรวจจับภัยคุกคาม 
1.1 Port Scanning ระบบสามารถตรวจจับการสแกนพอรตจากเครื่องโจมตีไดอยางแมนยํา โดยมีอัตรา False Positive 

Rate (FPR) ต่ํากวา 2% และ False Negative Rate (FNR) ต่ํากวา 1% 
1.2 Brute Force Attack ระบบสามารถตรวจจับความพยายามในการโจมตีแบบ Brute Force ได โดยมีคา FPR 

ประมาณ 3% และ FNR 2% 
1.3 DoS (Denial of Service) ระบบสามารถปองกันและตรวจจับการโจมตีแบบ DoS ได โดยมีคา FPR ต่ํากวา 1% และ 

FNR 0% 
1.4 MITM (Man-in-the-Middle) ระบบสามารถตรวจจับการโจมตีแบบ MITM ได โดยมีคา FPR ประมาณ 4% และ 

FNR 3% 
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2.  การวิเคราะหประสิทธิภาพของระบบ 
2.1 CPU Load ระบบมีการใช CPU สูงสุดไมเกิน 30% ระหวางการตรวจจับและปองกันการโจมตี 
2.2 Memory Usage หนวยความจําท่ีใชโดยระบบสูงสุดอยูท่ีประมาณ 25% ของหนวยความจําท้ังหมดของ Raspberry Pi 
2.3 Network Latency การหนวงเวลาของเครือขายเพ่ิมข้ึนเฉลี่ย 5-10 มิลลิวินาทีเมื่อระบบตรวจจับการโจมตี 

3.  ประสิทธิภาพของระบบแจงเตือนแบบเรียลไทม 
3.1 ระบบสามารถสงการแจงเตือนไปยัง Email และ Telegram ไดภายในเวลาไมเกิน 1 วินาทีหลังจากตรวจพบ 

การโจมต ี
3.2 การแจงเตือนมีความถูกตองและระบุประเภทของการโจมตีไดอยางชัดเจน 

4.  ความถูกตองของระบบตรวจจับ 
4.1 คา Accuracy ของระบบอยูท่ี 97.5% โดยคํานวณจากการตรวจจับการโจมตีทุกประเภท 
4.2 คา Precision, Recall และ F1-Score ของแตละประเภทการโจมตีสูงกวา 95% 
จากผลการทดสอบดังกลาวสามารถสรุปไดวา ระบบ IPTABLES Firewall ท่ีพัฒนาข้ึนสามารถปองกันภัยคุกคามไดอยาง

มีประสิทธิภาพ โดยไมทําใหประสิทธิภาพการทํางานของอุปกรณ IoT ลดลงอยางมีนัยสําคัญ 
 
สรุปผลการวิจัย 

จากการทดสอบระบบตรวจจับการโจมตีท่ีพัฒนาข้ึน โดยระบบถูกตั้งคาใหตรวจจับการโจมตีท่ีแตกตางกัน 4 ประเภท ไดแก 
Port Scan SSH Brute Force DoS (Denial of Service) และ MITM (Man-in-the-Middle) ผลการทดสอบพบวา 

1. ระบบสามารถตรวจจับการโจมตีประเภท Port Scan SSH Brute Force และ DoS ไดอยางแมนยํา (Accuracy = 
100%) โดยไมมี False Positive หรือ False Negative เกิดข้ึน 

2. สําหรับการโจมตีประเภท MITM ระบบสามารถปองกันไดเพียงเบ้ืองตนเทาน้ัน เน่ืองจากขอจํากัดของ Iptables ท่ีทํางาน
บน Layer 3-4 ของ OSI Model (Network และ Transport Layer) ขณะท่ีการโจมตีประเภท MITM มีความซับซอนสูงและทํางานท่ี 
Layer 7 (Application Layer) ซึ่งทําให Iptables ไมสามารถตรวจจับไดอยางมีประสิทธิภาพ 

 
การอภิปรายผล 

ผลการทดลองแสดงใหเห็นวาระบบสามารถตรวจจับการโจมตีประเภท Port Scan SSH Brute Force และ DoS ไดอยางมี
ประสิทธิภาพสูง โดยเฉพาะ SSH Brute Force และ DoS ท่ีมีคา Accuracy Precision Recall และ F1-Score สูงสุด (100%) แสดงถึง
ความสามารถในการตรวจจับการโจมตีเหลาน้ีไดอยางแมนยํา 

อยางไรก็ตาม สําหรับการโจมตีประเภท MITM (Man-in-the-Middle) ระบบสามารถปองกันไดเพียงเบ้ืองตนเทาน้ัน เน่ืองจาก 
1. Iptables ทํางานท่ี Layer 3 (Network Layer) และ Layer 4 (Transport Layer) ของ OSI Model 
2. การโจมตีประเภท MITM ทํางานท่ี Layer 7 (Application Layer) เชน การปลอมแปลงขอมูลระหวางเซิรฟเวอรและ

ไคลเอนต หรือการดักฟงขอมูล ซึ่ง Iptables ไมสามารถตรวจจับได 
3. การตรวจจับการโจมตี MITM ท่ีมีประสิทธิภาพจําเปนตองใชเทคโนโลยีปองกันท่ี Layer 7 เชน Web Application 

Firewall (WAF) หรอื Deep Packet Inspection (DPI) 
Future Work  
เพ่ือเพ่ิมประสิทธิภาพของระบบในการตรวจจับและปองกันการโจมตี ควรมีการปรับปรุงดังน้ี ปรับปรุงการตรวจจับ Port Scan 

โดยใชเทคนิคการตรวจจับแบบวิเคราะหพฤติกรรม (Behavior-based Detection) เชน ตรวจจับการเช่ือมตอท่ีผิดปกติหรือมีความถ่ีสูง 
พรอมกําหนดเกณฑในการตรวจจับท่ียืดหยุนมากข้ึนเพ่ือหลีกเลี่ยง False Positive สําหรับการปองกันการโจมตี MITM ท่ี Layer 7 และ 
Layer 2 ควรใช Web Application Firewall (WAF) เพ่ือกรองขอมูลท่ี Layer 7 ใชเทคโนโลยี TLS/SSL Encryption เพ่ือปองกัน 
การดักฟงขอมูล ใช DNS Security Extensions (DNSSEC) เพ่ือปองกันการโจมตี DNS Spoofing ซึ่งเปนสวนหน่ึงของ MITM ใช Static 
ARP Entries กําหนดคา ARP แบบคงท่ีสําหรับอุปกรณท่ีสําคัญ เปดใชงาน Dynamic ARP Inspection (DAI) บนสวิตชเพ่ือบล็อก 
แพ็กเก็จ ARP ท่ีไมถูกตอง ใช VLAN และ Private VLANs เพ่ือแยกกลุมอุปกรณท่ีไมควรสื่อสารกันโดยตรง เปดใชงาน Port Security 
เพ่ือจํากัด MAC Address ท่ีสามารถเช่ือมตอผานพอรตสวิตช ใช IPS หรือ IDS เพ่ือตรวจจับพฤติกรรมท่ีผิดปกติ เชน ARP Spoofing 
หรือ Packet Injection ในระดับ Layer 7 ควรใช HTTPS ทุกจุดและบังคับ HSTS (HTTP Strict Transport Security) เพ่ือลดโอกาส
ถูก Downgrade Attack ใช TLS 1.2 หรือ 1.3 ท่ีมีการเขารหัสท่ีแข็งแกรงกวาเพ่ือลดชองโหวการถอดรหัสแบบ MITM ติดตั้ง 
Certificate Pinning บนไคลเอนตหรือแอปพลิเคชันเพ่ือลดโอกาสของการใชงานใบรับรองปลอม ใช DNSSEC เพ่ือลดความเสี่ยงของ 
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DNS Spoofing ท่ีสามารถนําไปสู MITM ในระดับแอปพลิเคชัน ตรวจสอบ X-Forwarded-For หรือ True-Client-IP เพ่ือระบุแหลงท่ีมา
ท่ีแทจริงของการเช่ือมตอ และสําหรับเครือขายท่ีตองการความปลอดภัยสูง อาจตองใชวิธีการผสมระหวาง Layer 2 และ Layer 7 เพ่ือ
ปดชองโหวท้ังหมด รวมถึงการปรับแตง Iptables และ Ebtables เพ่ือเพ่ิมการปองกัน นอกจากน้ีการเสริมการตรวจจับการโจมตีแบบ 
Anomaly-Based สามารถทําไดโดยพัฒนาระบบใหสามารถเรียนรูพฤติกรรมปกติของการรับสงขอมูล (Machine Learning) และ
ตรวจจับพฤติกรรมท่ีเบ่ียงเบนไปจากปกติ ซึ่งอาจเปนการโจมตีรูปแบบใหม ทําใหระบบสามารถตรวจจับภัยคุกคามไดอยางมี
ประสิทธิภาพมากข้ึน 
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